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Why Transfer learning?

➢Data hungry

➢Training is very expensive
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Why Transfer learning?

➢ BERT, developed by Google, has been trained on 16 Cloud TPUs (64 TPU 
chips total) for 4 days.
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Why Transfer learning?

➢The biggest problem is that models like BERT can only be done in a single 
job

➢Future work requires a new set of data points
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Why Transfer learning?

➢If you know how to ride a motorbike, then you can learn how to drive a car

➢If you know math and statistics, then you can learn machine learning

➢If you know how to play classical piano, then you can learn how to play jazz 
piano
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Transfer learning Or Traditional ML?

➢ Deep learning algorithms are designed to work in isolation

➢Transfer learning is utilizing knowledge acquired for one task to solve related 
ones
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Fuzhen Zhuang, et al. A Comprehensive Survey on Transfer Learning



Negative Transfer learning

➢If there is little in common between domains, knowledge transfer could be 
unsuccessful

➢The similarities between domains do not always facilitate learning, because 
sometimes the similarities may be misleading

➢For example, although Spanish and French have a close relationship with 
each other, but  people who learn Spanish may experience difficulties in 
learning French.

➢Previous experience has a negative effect on learning new tasks is called 
negative transfer
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Transfer learning Or Traditional ML?



Examples of transfer learning

➢Transfer learning in Computer-vision (image data)

➢Some of the models are:

•Oxford VGG Model

•Google Inception Model

•Microsoft ResNet Model
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Examples of transfer learning

➢Transfer learning in NLP (text data)

➢Some of the pre-trained models are:

•Google’s word2vec Model

•Stanford’s GloVe Model

Muster PPT· Inhalt · Referent · 10



Examples of transfer learning

➢Transfer learning in Audio/Speech
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Why is transfer learning a better choice?

➢To learn complex features and train complex model with poor dataset
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Andres Mayer, et al. DeepTox: Toxicity Prediction Using Deep Learning



How to solve the problem
➢Use some pre-trained networks

➢Some of the pre-trained models are:

•Alexnet

•VGG19

•VGG16

•MobileNet

•ResNet

•Word2vec

•Glove and many more…
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When to use transfer learning?

➢Lack of data

•The tasks can be different but their domains should be the same

•We are unable to do transfer learning between speech recognition and image 
classification tasks since the input datasets are of different types
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When to use transfer learning?

➢Speed

➢Social Good
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Deep Transfer Learning Strategies

➢Direct use of pre-trained models

➢Some pre-trained models used directly :

• BERT

•YOLO (You Only Look Once),

• GloVe, UnsupervisedMT
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Deep Transfer Learning Strategies

➢Leveraging feature extraction from pre-trained models

•Treat the pre-trained neural network as a feature extractor by discarding the 
last fully-connected layer
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Deep Transfer Learning Strategies
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➢Leveraging feature extraction from pre-trained models
  It brings 2 main advantages:
•Allows for specifying the dimensions of the last fully-connected layer

•Allows for using a lightweight linear model (e.g. Linear SVM, Logistic Regression).

7*7*512

21,055



Deep Transfer Learning Strategies
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➢Fine-tuning last layers of pre-trained models

• Not only training the output classifier but also
fine-tune weights in some layers of the pre-trained model



Deep Transfer Learning Strategies

Muster PPT· Inhalt · Referent · 20

➢Fine-tuning last layers of pre-trained models

• Example:
• Detecting  Ferrari Car from Mercedes Car



Deep Transfer Learning Strategies
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➢Comparing three strategies



Confusing between related task

➢Transfer learning

➢Domain adaptation

➢Multi-task learning

➢One-shot learning

➢Zero-shot learning
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Confusing between related task

➢Transfer learning

• Target domain's feature space is different from the source feature space

 

➢Domain adaptation

•The source and target domain fearture sapce are same but different distribution
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Confusing between related task

➢Domain adaptation

• Example:Both target and source have same feature space but with different  distribution
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Zhengming Ding, et al., Semi-supervised Deep Domain Adaptation via Coupled Neural Networks, 2018.



Confusing between related task
➢Domain adaptation

• Example:Both target and source have same feature space but with different  distribution
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Zhangjie Cao, et al., Partial Adversarial Domain Adaptation, 2018.



Confusing between related task
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➢Domain adaptation
• Two domains D s and D t are with different distribution if P s (X s ) != P t (X t ) (χ is the feature space, 
P(X) is the marginal probability distribution)

•We have domain adaptation when χ s = χ t and P s (X s ) != P t (X t )
•Transfer learning: χ s  != χ t



Confusing between related task

➢ Multi-task learning

•Transfer Learning only aims at achieving high performance in the target task by 

transferring knowledge  from the source task, while Multi-task Learning tries to learn the 

target and the source task simultaneously.
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Training Testing

Transfer learning

Multi-task learning

Task 1 Task 2

Task NTask 1Task NTask 1 ... ...



Confusing between related task

➢ Multi-task learning
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Confusing between related task

➢One-shot learning

• one-shot learning aims to learn information about object categories from one,

or only a few, training samples/images
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Shivaank Agarwal, et al., Application of Computer Vision Techniques for Segregation of PlasticWaste based on Resin Identification Code.



Confusing between related task

➢Zero-shot learning

• Zero-shot learning is another extreme variant of transfer learning, which relies on no labeled 

examples to learn a task.

•Can you classify an object without ever seeing it?
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Shivaank Agarwal, et al., Application of Computer Vision Techniques for Segregation of PlasticWaste based on Resin Identification Code.



                                                 
Question?

Muster PPT· Inhalt · Referent · 31



Implement a simple transfer learning algorithm
➢Choose the best pre-tranied model
•First see the dataset:

•Image-Net dataset

•VGGFace2 dataset:
•Number Of Images= 3.3 million

•Number Of subjects=9,131

•VGGFace dataset:

Number Of Images= 2.6 million

Number Of subjects=2,622
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Implement a simple transfer learning algorithm
➢Choose the best pre-tranied model
•Find the model:

•https://keras.io/api/applications/
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Implement a simple transfer learning algorithm

➢Face recognition using transfer learning
•Select VGGFace or VGGFace 2 model

•The VGGFace model, named later, was described by Omkar Parkhi in the 2015 paper 
titled “Deep Face Recognition.”

•The VGGFace2 model,was described by Qiong Cao,in the 2017 paper “VGGFace2: A 
dataset for recognizing faces across pose and age.”
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Implement a simple transfer learning algorithm

➢Face recognition using transfer learning

•VGGFace Models:

✔vggface = VGGFace(model='vgg16')

✔vggface = VGGFace(model='resnet50')

✔vggface = VGGFace(model='senet50')

•Perhaps the best-of-breed third-party library for using the VGGFace2 (and 
VGGFace) models in Keras is the keras-vggface project and library by Refik 
Can Malli
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Implement a simple transfer learning algorithm

➢How to Detect Faces for Face Recognition?

•Use the Multi-Task Cascaded Convolutional Neural Network, or MTCNN, for face detection

•This is a state-of-the-art deep learning model for face detection, described in the 2016 paper titled 
“Joint Face Detection and Alignment Using Multitask Cascaded Convolutional Networks.”
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Implement a simple transfer learning algorithm

➢Transfer-Learning

•Allow the CNN network parameters to be transferred from a large datasets to 
small one

•Starting point to learn a new task

•Transfer learned features to a new task using a smaller number of training 
images
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Closed to our
dataset

1- Number of neurons
2- Number of fully-

connected layers
3- loss function

Tuning the
learning rate

Number of last neurons=
number of classes

Implement a simple transfer learning algorithm
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How to determine number of Layers in fully-connected layer?

- why we would want to have multiple layers?

●A single-layer neural network can only be used to represent linearly separable functions. 

●If your problem is relatively simple, perhaps a single layer network would be sufficient.

●A Multilayer Perceptron can be used to represent convex regions. 

●They can learn to draw shapes around examples in some high-dimensional space

● that can separate and classify them.
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How do we choose a learning rate?

➢A naive approach is to try a few different values and see which one gives you the best 
loss without sacrificing speed of training.

•We might start with a large value like 0.1, then try exponentially lower values: 0.01, 
0.001, etc.

•What happens if the learning rate is too high?

A learning rate that is too large can cause the model to converge too quickly to a suboptimal 
solution,whereas a learning rate that is too small can cause the process to get stuck.
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Implement a simple transfer learning algorithm
➢Face recognition using transfer learning
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Import Vggface net(vgg16)

Pre-trained model(vgg16)

Extract needed layers

Use remain network instead of features

Train extracted layers with our dataset

Get accuracy

Import Vggface net(vgg16)

Pre-trained model(vgg16)

Extract needed layers

Get accuracy



Implement a simple transfer learning algorithm

➢Face recognition using transfer learning

•Retrain the last fully-connected layers
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Question?
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A New article

➢DT-LET: Deep Transfer Learning by Exploring where to Transfer

•How to transfer knowledge ?

✔the number of source and target domain should be same

•The problem appears when the data from the two domains are heterogeneous 
with different resolutions

•Solution:“where to transfer” proposed
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A New article
➢DT-LET: Deep Transfer Learning by Exploring where to Transfer

• The number of layers for two domains does not need to be the same

•Optimal matching of layers will be found
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A New article

➢DT-LET: Deep Transfer Learning by Exploring where to Transfer
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